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ABSTRACT
Knowledge tracing (KT) is the task of using students’ historical

learning interaction data to model their knowledge mastery over

time so as to make predictions on their future interaction perfor-

mance. Recently, remarkable progress has been made of using vari-

ous deep learning techniques to solve the KT problem. However, the

success behind deep learning based knowledge tracing (DLKT) ap-

proaches is still left somewhat unknown and proper measurement

and analysis of these DLKT approaches remain a challenge.

In this talk, we will comprehensively review recent develop-

ments of applying state-of-the-art deep learning approaches in KT

problems, with a focus on those real-world educational data. Be-

yond introducing the recent advances of various DLKT models, we

will discuss how to guarantee valid comparisons across DLKTmeth-

ods via thorough evaluations on several publicly available datasets.

More specifically, we will talk about (1) KT related psychometric

theories; (2) the general DLKT modeling framework that covers

recently developed DLKT approaches from different categories;

(3) the general DLKT benchmark that allows existing approaches

comparable on public KT datasets; (4) the broad application of al-

gorithmic assessment and personalized feedback. Participants will

learn about recent trends and emerging challenges in this topic,

representative tools and learning resources to obtain ready-to-use

models, and how related models and techniques benefit real-world

KT applications.
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1 MOTIVATION
Knowledge tracing (KT) is the task of using students’ historical
learning interaction data to model their knowledge mastery over time
so as to make predictions on their future interaction performance,
shown in Figure 1. Such predictive capabilities can potentially help

students learn better and faster when paired with high-quality

learning materials and instructions, which is crucial for building

next-generation smart and personalized education.
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Figure 1: A graphical illustration of knowledge tracing.

The KT related research has been studied since 1990s where

Corbett and Anderson, to the best of our knowledge, were the

first to estimate students’ current knowledge with regard to each

individual knowledge component (KC) [5]. A KC is a description

of a mental structure or process that a learner uses, alone or in

combination with other KCs, to accomplish steps in a task or a

problem
1
. Since then, many attempts have been made to solve

the KT problem, such as probabilistic graphical models [7] and

factor analysis based models [2, 8, 17]. Recently, due to the rapid

advances of deep neural networks, deep learning based knowledge

tracing (DLKT) models have become the de facto KT framework for

modeling students’ mastery of KCs [3, 4, 6, 10, 12, 13, 15, 16, 18].

Although DLKT approaches have constituted new paradigms of

the KT problem [6, 14, 16, 19] and achieved promising results, recent

studies [9, 10, 16] seem to resemble each other with very limited

nuances from the methodological perspective. Most existing work

only provides coarse evaluation and both the contributing factors

leading to the success of DLKT and how the DLKT models perform

in the real-world educational contexts still remain somewhat un-

known. Furthermore, evaluations of existing DLKT work are not

standardized and reported AUC results of the same approach on the

same dataset vary surprisingly from 0.709 to 0.86 [1, 11]. Therefore,

there is a substantial need for a systematical and comprehensive

review about recent advances on the deep learning based knowl-

edge tracing approaches. This will benefit both researchers and

1
A KC is a generalization of everyday terms like concept, principle, fact, or skill.
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practitioners to (1) be capable of differentiating advantages and

disadvantages of the DLKT algorithms in real-world educational

contexts; and (2) be able to evaluate their proposed approaches

against a wide range of state-of-the-art methods on both publicly

available and private datasets.

2 SOCIAL IMPACT
Recent years have witnessed growing efforts from AI research

community devoted to advancing our education. It is a vibrantmulti-

disciplinary field of increasing importance and with extraordinary

potential. AI is becoming a valuable tool for teachers in many

ways and teachers are able to get insights from results of AI driven

applications. Although it is still in the early stage, promising results

have been achieved in solving various critical problems in education.

The potential KT based AI in education applications is able to free

up time for teachers, ensure students receive the timely assistance,

and allow students to learn independently. It very well may help us

to rethink and restructure how we approach compulsory education

in the 21st century in a way that is beneficial to all parties.

3 INTENDED AUDIENCE
All the researchers and practitioners are welcome. The audiences

are assumed to have basic knowledge in data mining and machine

learning. Specially, those who have devoted to advanced method-

ologies in natural language processing and machine learning, etc.,

will be encouraged to participate to learn the new challenges when

applying real-world educational scenarios. This tutorial will shed

light on the opportunities of building successful DLKT models with

the recent advanced algorithms of learning and encourages AI re-

searchers from different domains to understand and work together

to tackle some of the most exciting and challenging KT and AIED

problems. This tutorial aims to be composed of a good balance be-

tween the introductory and advanced material (50% for beginners

and 50% for intermediate and advanced).
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and competitions including NeurIPS 2020 education challenge and
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5 COMPANY PORTRAIT
TAL Education Group is a smart learning solutions provider in

China. The acronym “TAL” stands for “Tomorrow Advancing Life”,

which reflects our vision to promote top learning opportunities for

students through both high-quality teaching and content, as well as

leading edge application of technology in the education experience.

TAL Education Group offers comprehensive learning services to

students from all ages through diversified class formats. TAL’s

learning services mainly cover enrichment learning programs and

some academic subjects in and out of China. Its ADSs trade on the

New York Stock Exchange under the symbol “TAL”.
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